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Executive summary 
 

This document presents the accuracy assessment of three 2012 High-Resolution Layers 
(HRLs) produced by the European Environmental Agency (EEA) under the 
GMES/Copernicus Initial Operations (GIO) Land Monitoring 2011-2013 for Continental 
Portugal. These HRLs are described in Marcelino et al. (2015) and the three ones that are 
assessed here are: Degree of Imperviousness, Tree Cover Density and Forest Type. The 
accuracy assessment was performed on the 100 m products that were derived from the 
20 m products (intermediate products). 

The sampling units were selected through a stratified random sampling. The sample size 
for the continuous products is 1200 and for the Forest Type is 1400. The reference data 
was collected over aerial images with 0,4 m of spatial resolution and in order to reduce 
subjectivity many sampling unit were visited by more than one photo-interpreter. The 
accuracy assessment of the continuous layers was based on Pearson correlation 
coefficient (r), coefficient of determination (r2), mean absolute error (MAE) and root mean 
square error (RMSE). The accuracy assessment of the Forest Type HRL takes into account 
the abundance of each class and is based on overall accuracy and user’s and producer’s 
accuracies. 

Both continuous products, i.e. Degree of Imperviousness and Tree Cover Density, are very 
good, with a mean absolute error of 12% and 14%, respectively. There is some 
overestimation of the degree of imperviousness value for the Degree of Imperviousness 
HRL and some underestimation of the tree cover density values for the Tree Cover Density 
HRL.  

Overall accuracy of the Forest type HRL was estimated at 79,7% with an absolute precision 
of 2,2% at the 95% confidence level. However there are some important differences in the 
accuracies of the four classes, which in some cases the accuracies are very low. The All 
non-forest areas class has very good user’s and producer’s accuracy (84.4% and 95.2%). 
The user’s accuracies of Broadleaf, Coniferous and Mixed forests are 73.0%, 64.0% and 
29.5%.  The producer’s accuracies of Broadleaf, Coniferous and Mixed forests are 56.3%, 
41.4% and 24.8%. 
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1  Introduction 
The purpose of this document is to present the accuracy assessment of three 2012 High-
Resolution Layers (HRLs) produced by the European Environmental Agency (EEA) under the 
GMES/Copernicus Initial Operations (GIO) Land Monitoring 2011-2013 for Continental 
Portugal. These HRLs are described in Marcelino et al. (2015). 

The accuracy assessment of the HRLs was performed according to the characteristics of 
the data. There are two types of HRLs: 

• Land Cover Density Layers (LC-DLs) - HRLs with continuous data, i.e. Degree of 
Imperviousness and Tree Cover Density; 

• Land Cover Thematic Layers (LC-TLs) - HRLs with categorical data, i.e. Forest 
Type.  

The accuracy assessment was performed on the HRLs final product (i.e. the products with 
100 m of spatial resolution). We only validated the following HRLs: Degree of 
Imperviousness, Tree Cover Density and Forest Type. 

This document is divided into five sections. The HRLs technical specifications are 
presented in Section 2. In Section 3 the accuracy assessment protocol is presented, 
followed by the results of the accuracy assessment in Section 4. In Section 5 the main 
conclusions of the accuracy assessment of the HRLs are presented. 
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2  HRLs definition and technical specifications 
The definition and the main technical specifications of the HRLs are presented in Table 1. 
The accuracy assessment was performed on the 100 m products that were derived from 
the 20 m products (intermediate products). 
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Table 1. HRLs definition and technical specifications. 

HRLs Definition Geometric 
resolution 

Projection Minimum 
mapping 
unit 

Classified feature Raster coding 

Land Cover 
Density Layers 

Degree of 
Imperviousness 
2012 

This product maps the 
covering of the soil surface 
with impervious materials 
as a result of urban 
development and 
infrastructure construction 

100 m ETRS 89 
PORTUGAL 
TM06 

no Degree of imperviousness  
(1%-100%) 

0: all non-impervious areas 
1-100: imperviousness values 
254:unclassifiable 
255: outside area 

Tree Cover 
Density 2012 

This product maps the tree 
cover range (1%-100%) 
with a minimum mapping 
width of 20m 

100 m ETRS 89 
PORTUGAL 
TM06 

no Tree cover density (1%-100%) 0: all non-tree areas 
1-100: tree cover density 
254: unclassifiable 
255: outside area 

Land Cover 
Thematic 
Layers 

Forest Type 
2012 

This product maps the 
forest type more closely 
aligned to the FAO forest 
definition 

100 m ETRS 89 
PORTUGAL 
TM06 

no Broadleaf forest, Coniferous 
forest, Mixed forest 

0: all non-forest areas 
1: broadleaf forest 
2: coniferous forest 
3: mixed forest 
254: unclassifiable 
255: outside area 
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3  Accuracy assessment protocol 
According to Stehman and Czaplewski (1998) an accuracy assessment should entail three 
basic components: (1) the sampling design; (2) the response design; and (3) the 
estimation and analysis procedures. In the present section, the proposed methodology to 
perform the accuracy assessment of the HRLs in each one of these three basic 
components is presented.  

3.1  Sampling design 
The sampling design is the protocol by which the reference sample units are selected 
(Stehman and Czaplewski 1998). Choosing a probability sampling design requires the 
choice of a sampling unit and also the sampling protocol, which form the basis of an 
accuracy assessment. 

3.1.1  Sampling unit 
The accuracy assessment of the HRLs was performed at the spatial resolution of the final 
product (i.e. 100 m). The comparison between the HRLs and the reference database was 
made on a per pixel basis and the sampling unit had the dimension of a pixel of 1ha. 

3.1.2  Sampling protocol 
Sampling is the protocol in which the sampling units are selected (Stehman and 
Czaplewski 1998). In order to guarantee a good precision of the accuracy estimation, a 
stratified random sampling was used to select the sampling units. Using a stratified 
random sampling to select the sampling units guarantees a better distribution over the 
continuous values of the LC-DLs. This aspect is important for example to determine the 
accuracy of the Degree of Imperviousness. Because the impervious surfaces are 
concentrated in urban areas, and these occupy small areas when compared with the non-
imperviousness areas, if a simple random sampling was used, this would result in an 
underestimation of the sample size for the pixels with high values of imperviousness.  

Using a stratified random sampling is also important to guarantee that categorical classes 
of the LC-TLs that are less represented in the HRL have an adequate number of sample 
observations (e.g. Mixed forest of the Forest Type HRL). 

3.1.3  Sample size 
For a statistically valid accuracy assessment, the collection of an adequate number of 
sampling units for each class is necessary (Congalton and Green 1999). The sample size 
was computed according to the equation proposed by Carrão et al. (2007). A sample size 
of 200 sample observations was used for each HRL class, regarding a target accuracy of 
85% for each HRL, with a confidence level of 95% and with a maximum error of 5%. 
Additional 600 sample observations were selected for the stratum of All non-forest areas 
class of the Forest type HRL in order to detect more possible omission errors, because 
this land cover class occupies a very large area of the Continental Portugal territory.  
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Table 2 shows the sample size defined for each stratum and also the total sample size for 
each HRL.  

Table 2. Sample size for each stratum (nh) and total sample size (n) for each HRL. 

HRL Stratum (h) Number of sample observations per 
stratum (nh) 

Sample  
size (n) 

Degree of 
imperviousness and 
Tree cover density 

0 % 200 

1200 

[1% - 20%[ 200 

[20% - 40%[ 200 

[40% - 60%[ 200 

[60% - 80%[ 200 

 [80% - 100%] 200  

Forest type 

All non-forest areas 800 

1400 
Broadleaf forest 200 

Coniferous forest 200 

Mixed forest 200 

3.2  Response design 
The response design defines the protocol for determining the ground condition (i.e. the 
reference classification) at the selected sampling units (Olofsson et al. 2012). The 
response design is divided in two components: (1) the evaluation protocol; and (2) the 
labelling protocol. 

3.2.1  Evaluation protocol 
The evaluation protocol consists in choosing the spatial support region that will be 
analyzed to collect the reference data. The spatial support region was defined accordingly 
with the specific geometric resolution of the LC-DLs and the LC-TL (i.e. an area of 100 m 
x 100 m).  

3.2.2  Labelling protocol 
In the labelling protocol the reference classification is assigned to the sampling unit 
based on the information that is collected, analyzing the spatial support region.  

The procedure for collecting the reference data consisted in photo-interpretation of aerial 
images acquired during 2012 covering the whole Portuguese territory. These images have 
four spectral bands (blue, green, red, and near-infrared) and 0,4 m of spatial resolution. 

The photo-interpretation was performed at a scale of 1:1000, for the sampling units of 
each HRL. The labelling protocol for collecting the reference data was divided in several 
stages, and the sampling units were visited by more than one photo-interpreter in order 
to reduce subjectivity. In each one of these stages, additional photo-interpreter(s) 
collected the reference data, and the sampling units that were added to the different 
stages were selected according to a set of rules that are explained further below for each 
HRL data type (i.e. LC-DLs and LC-TL). 
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Land Cover Density Layers labelling protocol 

Stage 1 
• At each sample observation, photo-interpreter 1 classified the degree of 

imperviousness (0-100%) (in the case of the Degree of Imperviousness HRL) and 
the tree cover (0-100%) (in the case of the Tree Cover Density HRL) that exists in 
the sampling unit without prior knowledge of the HRL classification. This is done 
by means of counting a systematically aligned set of 100 points overlaid over each 
sampling unit. For each one of these 100 points the photo-interpreters 
determined a binary imperviousness state (i.e. impervious or not impervious) in 
the case of the Degree of Imperviousness density HRL, and a binary tree cover 
state (i.e. with tree cover or not tree cover) in the case of the Tree Cover Density 
HRL. For example, counting the number of points falling in impervious areas 
inside the sampling units could be assigned the reference degree of 
imperviousness (Figure 1). The same rationale is applied to the tree cover areas, 
but in this case by counting the points that fall in tree canopies (Figure 1). This 
method to determine the density values within each sampling unit was also 
applied in other studies (Nowak et al. 1996; Greenfield et al. 2009; Knight and 
Voth, 2011). 

 

Figure 1. A set of 100 points systematically distributed over a sampling unit. 

• The sampling units wherein the absolute difference between the LC-DL 
classification and the photo-interpreted classification was larger than 20%, were 
selected to be photo-interpreted by a second photo-interpreter in Stage 2. The 
sampling units wherein the absolute difference between the LC-DL classification 
and the photo-interpreted classification was smaller or equal to 20% were 
considered final and added to the final reference database.  
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Stage 2 

• The collection of the reference data by photo-interpreter 2 was made accordingly 
with the method previously described in Stage 1. At this stage, the sampling units 
wherein the absolute difference between photo-interpreter 1 classification and 
photo-interpreter 2 classification was larger than 20% were selected to be photo-
interpreted by a third photo-interpreter in Stage 3. The sampling units wherein 
the absolute difference between photo-interpreter 1 classification and photo-
interpreter 2 classification was smaller or equal to 20% were selected and the 
mean classification value between photo-interpreters was computed. This mean 
value was considered final and added to the final reference database. 

 
Stage 3 

• The collection of the reference data by photo-interpreter 3 was made accordingly 
with the method previously described in Stage 1. The classification between the 
three photo-interpreters was compared and the final classification value was 
considered the mean between the two closest classification values between two of 
the three photo-interpreters. This mean value was considered final and added to 
the final reference database. Table 3 shows the number of sample observations in 
each stage of the LC-DLs labelling protocol.  
 

Table 3. Number of sample observation in each stage of the LC-DLs labelling protocol. 

Land Cover Density Layer Stage 1 (n) Stage 2 (n) Stage 3 (n) 

Degree of Imperviousness 1200 284 24 

Tree Cover Density 1200 450 150 

 

 

Figure 2 shows the labelling protocol flowchart along the three stages of the labelling 
protocol of the LC-DLs. 
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Figure 2. LC-DLs labelling protocol flowchart, where: PI 1: photo-interpreter 1; PI 2: photo-interpreter 2; PI 3: 

photo-interpreter 3 and RFD: reference database. 

Land Cover Thematic Layer labelling protocol 

Stage 1 

• Photo-interpreter 1 classified each sample observation with the land cover class 
that best describes the location of the sampling unit according with the land cover 
classes of the LC-TL (i.e. Forest Type HRL), without prior knowledge of the HRL 
classification. After the collection of the reference data for all sampling units, the 
reference classification was compared with the LC-TL classification. The sampling 
units where the reference classification matched the LC-TL classification were 
considered final and added to the final reference database. On the other hand, the 
sampling units where the reference classification did not matched the LC-TL 
classification were selected to be photo-interpreted by a second and a third 
photo-interpreter (photo-interpreter 2 and photo-interpreter 3) in Stage 2. 
 

Stage 2 

• The collection of the reference data by photo-interpreter 2 and photo-interpreter 
3 in the sampling units that were selected in Stage 1, was performed with the 
same approach as described in Stage 1. The sampling units where the reference 
classification of photo-interpreter 2 or photo-interpreter 3 matched the reference 
classification of photo-interpreter 1, and also the sampling units where the 
reference classification of photo-interpreter 2 matched the reference classification 
of photo-interpreter 3 were considered final and added to the final reference 
database. The sampling units where the reference classification between the three 
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photo-interpreters didn't matched were selected to be photo-interpreted by two 
additional photo-interpreters (photo-interpreter 4 and photo-interpreter 5) in 
Stage 3. 

 
Stage 3 

• The collection of the reference data by photo-interpreter 4 and photo-interpreter 
5 in the sampling units that were selected in Stage 2 was performed with the same 
approach as described in Stage 1. The sampling units where a match of the 
reference classification was found, for at least three photo-interpreters, were 
considered final and added to the final reference database. The sampling units 
where a match just between two photo-interpreters was found were selected to be 
photo-interpreted by an additional photo-interpreter (photo-interpreter 6) in 
Stage 4.  
 

Stage 4 

• The collection of the reference data by photo-interpreter 6 in the sampling units 
that were selected in Stage 3 was performed with the same approach as described 
in Stage 1. The sampling units where a match of the reference classification was 
found, for at least three photo-interpreters, were considered final and added to 
the final reference database. 

 
Table 4 shows the number of sample observations in each stage of the LC-TL labelling 
protocol.  

Table 4. Number of sample observation in each stage of the LC-TL labelling protocol. 

Land Cover Thematic Layer Stage 1 (n) Stage 2 (n) Stage 3 (n) Stage 4 (n) 

Forest Type 1400 484 31 6 

 

Figure 3 shows the labelling protocol flowchart along the three stages of the collection of 
the reference data. 
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Figure 3. LC-TL labelling protocol flowchart, where: PI 1: photo-interpreter 1; PI 2: photo-interpreter 2; PI 3: 
photo-interpreter 3; PI 4: photo-interpreter 4; PI 5: photo-interpreter 5; PI 6: photo-interpreter 6 and RFD: 

reference database. 

3.3  Estimation and analysis 
The LC-DLs accuracy was computed and analyzed using several estimators that are widely 
used in the accuracy assessment of continuous variables, namely: (1) a scatter plot 
(Dougherty et al. 2004; Greenfield et al. 2009; Lu and Weng 2006; Wu and Yuan 2007); 
(2) Pearson correlation coefficient (r) (Dougherty et al. 2004; Greenfield et al. 2009; 
Homer et al. 2004; Mohapatra and Wu, 2010); (3) Coefficient of determination (r2) 
(Dougherty et al. 2004; Hu and Weng, 2009; Weng and Hu, 2008; Wu and Yuan, 2007); (4) 
mean absolute error (MAE) (Homer et al. 2004; Hu and Weng, 2009; Long II et al. 2013; 
Mohapatra and Wu, 2010; Wu and Yuan, 2007); and (5) root mean square error (RMSE) 
(Deng et al. 2012; Hu and Weng, 2009; Long II et al. 2013; Weng and Hu, 2008). In Table 
5 is presented the meaning of these estimators. 
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Table 5. Estimators computed for the accuracy assessment of the LC-DLs. 

Estimator Meaning 

Pearson correlation (r) Measure of linear correlation between two variables (-1 ≤ r ≤ 1). 
-1: Total negative correlation 
1: Total positive correlation 
0: No correlation 

Coefficient of determination (r2) Measure of how well observed values are replicated by the linear regression  
(0 ≤ r2 ≤ 1) 
0: The regression line doesn't fit the data 
1: The regression line fits perfectly the data 

Mean absolute error (MAE) Measure of the differences between the estimated and the observed values. 

Root mean square error (RMSE) Measure of the difference between the estimated and the observed values. 
Accentuate the effect of large errors. 

 

To derive the accuracy of the LC-TL an error matrix was elaborated. Through the error 
matrix it was possible to derive the user's accuracy (commission errors) and the 
producer's accuracy (omission errors) as well the overall accuracy of the LC-TL. The error 
matrix has been in the core of other accuracy assessment studies (Stehman et al. 2003; 
Wickham et al. 2004; Wickham et al. 2013).  

The accuracy assessment of the LC-TL was conducted elaborating a map error matrix 
where the area of each map class is accounted in the accuracy assessment. Card (1982) 
stated that for the stratified sampling case, the overall proportion of correctly classified 
individuals should not be simply estimated by the diagonal entry divided by the row sum 
of the error matrix, because of the bias introduced by possible differential sampling rates 
within map categories. Therefore, the overall and per class accuracy estimations should 
include the known areas of each map class to improve the estimation of the proportion of 
correctly mapped individuals. To derive the specific and overall accuracy as well their 
precision we used the equations proposed by Carrão et al. (2007) which follows the 
recommendations of Card (1982).  
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4  Results 

4.1  Land Cover Density Layers  

4.1.1  Degree of Imperviousness 
Table 6 and Figure 4 show the accuracy assessment results for the Degree of 
Imperviousness HRL. 

 

Table 6. Accuracy assessment estimators computed for the Degree of Imperviousness HRL. 

Estimator Value 

Pearson correlation (r) 0,87 

Coefficient of determination (r2) 0,75 

Mean absolute error (MAE) 12% 

Root mean square error (RMSE) 18% 

 

 
Figure 4. Scatter plot of the Degree of Imperviousness along with linear regression (red) and line (blue) 

indicating a 1:1 relationship between the HRL Degree of Imperviousness and the photo-interpreted degree of 
imperviousness.  

The value obtained for r indicates a strong positive relationship between the HRL Degree 
of Imperviousness values and the photo-interpreted degree of imperviousness values, 
while r2 indicates a correlation of 0,75 between the HRL Degree of Imperviousness values 
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and the photo-interpreted degree of imperviousness values. MAE and RMSE are 
respectively 12% and 18%. 

Figure 5 shows the residuals plot (differences between Degree of Imperviousness HRL and 
photo-interpreted degree of imperviousness) for the Degree of imperviousness HRL. 

 
Figure 5. Residuals plot for the Degree of Imperviousness HRL. 

Analyzing Figure 5, it can be stated that the majority of the point cloud is above the red 
line (where the difference between Degree of Imperviousness HRL and photo-interpreted 
degree of imperviousness equals 0) indicating that an overestimation of the degree of 
imperviousness values in the HRL exists. 

4.1.2  Tree Cover Density 
Table 7 and Figure 6 show the accuracy assessment results for the Tree Cover Density 
HRL. 

Table 7. Accuracy assessment estimators computed for the Tree Cover Density HRL. 

Estimator Value 

Pearson correlation (r) 0,79 

Coefficient of determination (r2) 0,63 

Mean absolute error (MAE) 14% 

Root mean square error (RMSE) 20% 
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Figure 6. Scatter plot of the Tree Cover Density along with linear regression (red) and line (blue) indicating a 1:1 

relationship between the HRL Tree Cover Density and the photo-interpreted tree cover density.  

The value obtained for r indicates a moderate positive relationship between the Tree 
Cover Density HRL values and the photo-interpreted tree cover density values, while r2 
indicates a correlation of 0,63 between the Tree Cover Density HRL values and the photo-
interpreted tree cover density values. MAE and RMSE are respectively 14% and 20%. 

Figure 7 shows the residuals plot (difference between Tree Cover Density HRL and photo-
interpreted tree cover density equals 0) for the Tree Cover Density HRL. 
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Figure 7. Residuals plot for the Tree Cover Density HRL. 

Analyzing Figure 7, it could be stated that the majority of the point cloud is under the red 
line (where the difference between Tree Cover Density HRL and photo-interpreted tree 
cover density equals 0) indicating that an underestimation of the tree cover density values 
in the HRL exists. 

4.2  Land Cover Thematic Layer 

4.2.1  Forest Type 
Table 8 presents the percentage of area occupied per mapped land cover class (Nh), and 
the 95% confidence intervals for the percentage of area occupied per reference land cover 
class (Ng), overall accuracy (P), user's accuracy (Ph), producer's accuracy (Pg) and the 
absolute precisions estimated for a 95% confidence level for P, Ph and Pg (d(P), d(Ph) and 
d(Pg)). An estimated map error matrix was also computed (Table 9), where the values 
inside the error matrix represent the percentage of matches between map and reference 
land cover classes as a percentage of the total Forest type HRL area. 
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Table 8 - Percentage of area occupied per mapped land cover class (Nh), and 95% confidence intervals for 
percentage of area occupied per reference land cover class (Ng), overall accuracy (P), user's accuracy (Ph) and 

producer's accuracy (Pg). Absolute precision is represented by d. 

Land cover 
class 

Nh 
Ng  ∈ [

∧

gN - d(
∧

gN ); 
∧

gN +d(
∧

gN )] 

Ph  ∈ [
∧

hP - d(
∧

hP ); 
∧

hP +d(
∧

hP )] 

Pg  ∈ [
∧

gP - d(
∧

gP ); 
∧

gP +d(
∧

gP )] 

All non-forest  
areas 

75,1 [65,7; 67,3] [81,9; 86,9] [94,0; 96,4] 

Broadleaf 
forest 

15,9 [18,4; 23,0] [66,8; 79,2] [51,6; 61,0] 

Coniferous  
forest 

5,9 [6,5; 11,7] [57,3; 70,7] [35,3; 47,5] 

Mixed  
forest 

3,1 [0,0; 7,1] [23,2; 35,8] [17,8; 31,8] 

Overall accuracy 
P  ∈ [

∧

P - d(
∧

P ); 
∧

P +d(
∧

P )] 
[77,5; 81,9] 

 

 

Table 9. Estimated map error matrix, where values inside the map error matrix represent the estimated 
percentage of matches between the Forest Type HRL and reference land cover classes as a percentage of the 

total Forest type HRL area.  

 Reference data 

Nh (%) Ph (%) d(Ph) (%) 
All non-forest 

areas 
Broadleaf 

forest 
Coniferous 

forest 
Mixed 
forest 

Fo
re

st
 ty

pe
 H

RL
 

All non-forest 
areas 

63,3 7,1 3,4 1,2 75,1 84,4 2,5 

Broadleaf 
forest 

2,5 11,6 1,1 0,7 15,9 73,0 6,2 

Coniferous 
forest 

0,4 0,8 3,8 0,9 5,9 64,0 6,7 

Mixed  
forest 

0,3 1,1 0,8 0,9 3,1 29,5 6,3 

Ng (%) 66,5 20,7 9,1 3,7 100 P d(P) 

Pg (%) 95,2 56,3 41,4 24,8  79,7 2,2 

d(Pg) (%) 1,2 4,7 6,1 7,0 

 

Overall accuracy of the Forest Type HRL was estimated at 79,7% with an absolute 
precision of 2,2% at the 95% confidence level.  

Regarding the All non-forest areas class user's accuracy was estimated at 84,4%. The 
major percentage of mismatches of the All non-forest areas class occurred in the 
Broadleaf forest class (7,1%). The user's accuracy of the Broadleaf forest class was 
estimated at 73% and the major part of the mismatches occurred in the All non-forest 
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areas class (2,5%). Coniferous forest class achieved an acceptable value of accuracy, 
corresponding to 64%. The major mismatches of the Coniferous forest class occurred in a 
similar percentage with the Broadleaf forest class (0,8%) and the Mixed forest class (0,9%). 
With a very low value of user's accuracy, the Mixed forest class presented the lowest value 
of user's accuracy between all the land cover classes of the Forest Type HRL. The 
mismatches occurred in a similar percentage between the Broadleaf forest class (1,1%) 
and the Coniferous forest class (0,8%). 

The producer's accuracy of all forest type land cover classes is relatively low, excepting 
the All non-forest areas class (95,2%). This aspect could be explained by the major 
difference in reference class areas (All non-forest areas class represents Ng=66,5%) and 
the high proportion of matches for the All non-forest areas class (63,3%). Indeed 
analyzing the mismatches by column for the forest land cover classes it could be stated 
that the major proportion of mismatches occurred with the All non-forest areas class 
(7,1% for the Broadleaf forest class, 3,4% for the Coniferous forest class and 1,2% for the 
Mixed forest class). This aspect is associated with the large area occupied in the map by 
the All non-forest areas class and explains the low values of producer's accuracy for these 
forest land cover classes. 

Another important aspect that could be retained analyzing the error matrix is that the 
Forest type HRL overestimates the area of All non-forest areas (for the All non-forest 
areas class Nh=75,1% while Ng=66,5%) and consequently the Forest type HRL 
underestimates the remaining forest land cover classes (Ng is always superior when 
compared with Nh for the Broadleaf forest class, Coniferous forest class and Mixed forest 
class).
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5  Conclusion 
This report describes the accuracy assessment protocol of the 2012 High-Resolution 
Layers for Continental Portugal. 

The accuracy of the Land Cover Density Layers (LC-DLs) is very good, with a mean 
absolute error of 12% for the Degree of Imperviousness HRL and 14% for the Tree Cover 
Density HRL. However, through the analysis of the residuals plots for both products it was 
stated that exists an overestimation of the degree of imperviousness values and an 
underestimation of the tree cover density values. 

Regarding the Land Cover Thematic Layers (LC-TL) (i.e. Forest type) accuracy assessment, 
the overall accuracy obtained was high (79,7%). The high presence of the All non-forest 
areas class in the map affects the producer's accuracy of the Broadleaf forest class, 
Coniferous forest class and Mixed forest class (56,3%, 41,4% and 24,8% respectively). 

Despite the good overall accuracy of the Forest Type HRL there were some important 
differences in the accuracy of the individual land cover classes. For example, the All non-
forest areas class and Broadleaf forest class achieved good values of user's accuracy 
(84,4% and 73% respectively) while the Coniferous forest achieved an acceptable level of 
accuracy user's accuracy (64%). The user's accuracy for the Mixed forest class was very 
low (29,5%) and this class should be used with caution in any application that uses this 
information. 

Through the analysis of the map error matrix we also concluded that exists an 
overestimation of the All non-forest areas class of the Forest type HRL (Nh = 75,1% and 
Ng = 66,5%) and consequently an underestimation of the forest classes (the Nh value is 
always inferior to Ng value for the Broadleaf forest class, Coniferous forest class and the 
Mixed forest class). 
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